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Abstract5

The role of planetary wave drag and gravity wave drag in the breakdown of the6

stratospheric polar vortex and its associated final warming in the Southern hemi-7

sphere is examined using MERRA reanalyses, and a middle atmosphere dynamical8

model. The focus of this work is on identifying the causes of the delay in the fi-9

nal breakdown of the stratospheric polar vortex found in current general circulation10

models. Sensitivity experiments were conducted by changing the launched momen-11

tum flux in the gravity wave drag parameterization. Increasing the launched mo-12

mentum flux produces a delay of the final warming date with respect to the control13

integration of more than 2 weeks. The sensitivity experiments show significant in-14

teractions between planetary waves and unresolved gravity waves. The increase of15

gravity wave drag in the model is compensated by a strong decrease of Eliassen-Palm16

flux divergence, i.e. planetary wave drag. This concomitant decrease of planetary17

wave drag is at least partially responsible for the delay of the final warming in the18

model. Experiments that change the resolved planetary wave activity entering the19

stratosphere through artificially changing the bottom boundary flux of the model also20

show an interaction mechanism. Gravity wave drag responds via critical level filter-21

ing to planetary wave drag perturbations by partially compensating them. Therefore,22

there is a feedback cycle that leads to a partial compensation between gravity wave23

and planetary wave drag.24

1



1. Introduction25

The stratosphere at high latitudes exhibits an annual cycle that is dominated by the evolution26

of the stratospheric polar vortex. This vortex reaches its maximum intensity during winter with27

strong circumpolar westerlies. Then, during spring the westerlies slowly weaken and turns to28

easterlies in the mid and upper stratosphere while mild westerlies may remain in the lower strato-29

sphere. This polar vortex breakdown is produced by what is called final warming. In this work,30

the day of the transition from westerly to easterly wind at 60◦S and 10 hPa is what we refer as31

final warming date.32

General circulation models and chemistry-climate models show a pronounced bias in the rep-33

resentation of the processes related to the vortex breakdown. This bias, commonly known as34

cold-pole bias, is characterized by lower temperatures in winter in the polar regions and a stronger35

than observed polar vortex which then breaks down too late. Eyring et al. (2006) showed that the36

transition from westerlies to easterlies at 60◦S occurs too late in most of the current coupled37

chemistry-climate models, while in one of the models this transition does not occur at all. In a38

more recent chemistry-climate model intercomparison, Butchart et al. (2011) analyzed sixteen39

models and showed different metrics to assess their performance respect to several key processes40

of stratospheric dynamics. A wide spread of model performance was found amongst the differ-41

ent models. The different diagnostics show a consistent poorer performance of the models in42

the Southern hemisphere. The worst diagnostic metrics corresponded to the delay of the final43

warming date and a too cold springtime polar cap temperature in the Southern hemisphere.44
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Black and McDaniel (2007) showed that stratospheric final warmings -defined by them as the45

last day in which the zonal mean zonal wind at 60◦S and 50 hPa drops below 10m s−1- have46

a significant impact in the large-scale circulation, both in the stratosphere and the troposphere.47

Stratospheric final warming events introduce an important source of interannual variability, which48

links the stratosphere to the troposphere. These results highlight the need for a precise represen-49

tation of the final warming in general circulation models. The tropospheric variability found50

in response to the stratospheric polar vortex variability shown in Black and McDaniel (2007)51

for stratospheric final warming events differs from the usual response in which the stratosphere-52

troposphere coupling is manifested in the tropospheric annular modes (e.g. Baldwin et al. 2003,53

Gerber et al. 2010 and Simpson et al. 2011). An accurate representation of the time of breakdown54

is also critical in the estimation of trends in Antarctic ozone transport, which has been shown to55

be sensitive to changes in the stratospheric mean circulation (Stolarski et al. 2006).56

The presence of the bias in the evolution of the polar vortex breakdown on most general cir-57

culation models is associated with a poor representation of wave drag in the stratosphere. Though58

it is not clear whether the reason for the bias is a bad representation of gravity wave drag given59

by the parameterizations of unresolved gravity waves in the model or an incorrect or insufficient60

amount of planetary wave drag, which is resolved directly in the model.61

McLandress et al. (2012) used wind increments from the Canadian Middle Atmosphere Model62

- Data Assimilation System (CMAM-DAS) to infer the systematic bias in the model. The largest63

systematic bias are found around 60◦S during winter. These systematic biases are interpreted64

as missing wave drag in the model. They were able to reproduce this missing wave drag in65
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a free model integration by adding an artificial topography at 60◦S in the orographic gravity66

wave drag parameterization. McLandress et al. (2012) showed that additional orographic gravity67

wave drag at 60◦S leads to a reduction in the zonal mean zonal wind and temperature biases68

in the Southern hemisphere winter along with an improvement in the time of breakdown of the69

stratospheric polar vortex. Previous studies have shown that the incorporation of non-orographic70

gravity wave parameterizations produce an important reduction of the cold pole bias (e.g. Manzini71

and McFarlane 1998). Along these lines, Austin et al. (2003) also focused on the impact of non-72

orographic gravity wave drag schemes, they showed in a comparison of several chemistry-climate73

models and observations that polar temperature biases in the middle stratosphere in the Southern74

Hemisphere winter and spring were smaller in those models that incorporated a non-orographic75

gravity wave drag scheme, e.g. UMETRAC and CMAM, compared with models which do not76

represent non-orographic gravity wave drag.77

An inaccurate representation of the processes that generate large-scale waves may also impact78

in the vortex breakdown bias found in general circulation models. Austin et al. (2003) also found79

that during Southern Hemisphere winter, models with lower horizontal resolution show a weaker80

response in temperature to changes in the heat flux. This is attributed mostly to the inability of81

low-resolution models to capture the high-amplitude planetary wave events. Hurwitz et al. (2010)82

showed that the delay in the timing of the zonal mean wind transitions to easterlies at 10 hPa in83

the Goddard Earth Observing System Chemistry-Climate model (GEOSCCM) is related with a84

lack of heat flux at 100 hPa during October and November. In addition to these results with the85

GEOSCCM model, they show that the United Kingdom Chemistry and Aerosols model (UKCA),86
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NCEP reanalysis and ERA-40 analysis have a strong correlation between heat fluxes at 100 hPa87

and the timing of polar vortex breakdown, i.e. weaker heat fluxes than the mean observed heat88

flux in mid-latitudes during October and November are related to a delayed transition to easterlies89

in the stratosphere. Additionally, Garfinkel et al. (2013) showed that changes in the parameteri-90

zations that impact on the mechanisms of planetary wave generation, in particular when updating91

the GEOSCCM air-sea roughness parameterization, produce some reduction in the final warming92

date bias in the Southern hemisphere. The improvement is related to an enhanced upward wave93

activity flux entering the stratosphere in September and October, explained by a wave-1 pattern94

in the zonal wind produced by the zonally asymmetric response of eddy fluxes to the enhanced95

roughness.96

Identifying which type of wave drag has the dominant role in the appearance of the model97

bias in final warmings has an additional complexity given that perturbations to either resolved or98

unresolved waves tend to partially compensate with each other. McLandress et al. (2012) showed99

that the incorporation of extra gravity wave drag around 60◦S would lead to a weakening and100

latitudinal spreading of planetary wave drag. This effect was explained by a deterioration in the101

conditions for vertical propagation due to a weakening of zonal winds and to a weakening of the102

meridional gradient of potential vorticity.103

Three different mechanisms were proposed by Cohen et al. (2014) to explain the interactions104

between resolved and unresolved wave drag. The mechanisms are associated with stability con-105

straints (discussed in Cohen et al. 2013), potential vorticity mixing constraints and resolved and106

unresolved wave drag interactions through planetary wave refractive index changes by the grav-107
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ity wave drag. Cohen et al. (2014) showed that these mechanisms, while not mutually exclusive,108

depend on the location of the gravity wave drag with respect to the surf zone. Sigmond and Shep-109

herd (2014) examined the interaction between non-localized perturbations of orographic gravity110

wave drag and resolved wave drag, and their contribution to the Brewer-Dobson circulation in111

the context of climate change. The impact of an increase of orographic gravity wave drag in the112

Brewer-Dobson circulation is largely compensated by a decrease of planetary wave drag. While113

the compensation mechanism does not hold for Northern high latitudes, it is present for Southern114

high latitudes and occurs for both current climate and future climate scenarios.115

We examine the relation between stratospheric final warming date and wave drag employing a116

middle atmosphere model with several model configurations to represent scenarios with different117

planetary wave drag and unresolved gravity wave drag. A description of the middle atmosphere118

model we use is given in Section 2. In the results, we compare the total unresolved wave drag from119

NASA’s Modern-Era Retrospective Analysis for Research and Applications (MERRA) reanalyses120

to the one obtained with the non-orographic parameterization in the model integrations (Section121

3). Parameterized gravity wave and resolved wave drag from the free model integration are122

compared with the ones from model experiments with increased and decreased planetary wave123

drag and non-orographic wave drag. Significant interactions are detected between both types of124

wave drag (Section 3a and 3c) and a possible explanation is given for the response in each type125

of drag in Section 3b and 3d. Finally, some conclusions are drawn in Section 4.126
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2. Data and Methods127

In this work, MERRA reanalyses are examined from year 2003 to 2009 (7 years). These re-128

analyses have a horizontal resolution of 1.25×1.25 degrees and 42 vertical levels, spanning up to129

0.1 hPa. MERRA system is based on the GEOS-5 atmospheric general circulation model, which130

includes both an orographic and a non-orographic gravity wave drag parameterization (Rienecker131

et al. 2011). The total forcing from the gravity wave drag parameterizations is available in the132

MERRA data archive. The MERRA data assimilation system employs a 3D-Var algorithm and in-133

corporates analysis innovations through the incremental analysis update (IAU) approach (Bloom134

et al. 1996). The analysis correction within the IAU approach is applied through forcing terms so135

that the integration evolves smoothly between the assimilation windows.136

MERRA reanalyses are compared in this work with integrations using the University of Read-137

ing middle atmosphere dynamical model. This model represents the full hydrostatic dynamical138

equations on a hexagonal-icosahedral horizontal grid with 16 isentropic vertical levels (Thuburn139

1997; Pulido and Thuburn 2005). It has a horizontal resolution of about 4◦. The model height140

range is from about 100 hPa to 0.01 hPa. The bottom boundary of the model at 100 hPa is forced141

every 6 hours with the Montgomery potential taken from MERRA reanalysis data, so that a real-142

istic representation of the tropospheric large-scale disturbances is forcing the bottom of the model143

(contrary to atmospheric general circulation models which may have biases in the representation144

of planetary waves entering the stratosphere). The model contains a Rayleigh sponge layer on145

the top to avoid wave reflexion. It also includes a radiative transfer scheme representing solar146
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heating and the effects of CO2, O3 and H2O (Shine 1987). Monthly mean vertical profiles of147

O3 mixing ratio are used and they are kept invariant along the model integration while the CO2148

mixing ratio is also considered invariant. The gravity wave drag parameterization implemented149

in the model is the one introduced in Scinocca (2003). This is a non-hydrostatic non-rotational150

non-orographic spectral gravity wave drag parameterization. This scheme represents a time inde-151

pendent and horizontally uniform spectrum that is launched at 100 hPa and propagates upwards,152

undergoing processes of back-reflection and critical-level filtering.153

Since we focused on the Southern hemisphere vortex breakdown, we conducted independent154

model integrations for each year, taking initial conditions on January 1st each year from MERRA155

reanalyses. Taking initial conditions every January 1st eliminates the model systematic bias from156

the previous year. The model bias is expected to include all the time scales that contribute to157

atmospheric variability, even though the seasonal time scale may be dominant in the model bias,158

an interannual time scale may be also present, therefore taking initial conditions every January159

1st, eliminates this component of the model bias. In this way, we focus on the differences in160

the seasonal cycle between the model and reanalysis. Under these conditions, we integrated the161

model for seven years (2003-2009). The integration of the model with standard configuration will162

be referred as control integration.163

As our aim is to understand the role of planetary wave drag versus gravity wave drag in164

determining stratospheric final warmings, we conducted two sets of free model integrations.165

The first set of experiments is focused on the sensitivity of the model to the strength of gravity166

wave drag given by the parameterization. The only parameter that we varied from Scinocca’s167
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parameterization is the total integrated gravity wave momentum flux at launch height, denoted by168

ρ0F
total
p in Scinocca (2003), hereinafter we refer to this parameter as launched momentum flux169

parameter. This represents the amplitude of the gravity wave momentum flux (spectrally inte-170

grated in vertical wavenumber and intrinsic frequency) in each azimuthal direction. The launched171

spectrum of waves is assumed to be isotropic. The rest of the tunable parameters are kept in the172

standard values which are the ones suggested in Scinocca (2003) and used in other general cir-173

culation models (e.g. CMAM). The reference value we used for the launched momentum flux174

parameter is 25
√
2 10−4Pa, this is the optimal value obtained in Pulido et al. (2012) for high lati-175

tudes in the Southern hemisphere winter. Note that this value is 10 times greater than the standard176

value suggested in Scinocca (2003). For the strong gravity wave drag experiment, we increase the177

mentioned parameter by a factor of two from the reference value. For the weak gravity wave drag178

experiment, we decrease the launched momentum flux parameter by a factor of 0.1 (so the weak179

gravity wave drag experiment corresponds to the standard parameter value suggested in Scinocca180

2003).181

The second set of experiments examines the sensitivity of stratospheric final warmings sim-182

ulated by the model to planetary wave drag. Since the model we use is a middle atmosphere183

dynamical model, it allows to readily change the large-scale wave activity entering the model184

from the troposphere. We conducted one integration of the model in which the anomalies of the185

Montgomery potential at the bottom boundary of the model taken from MERRA reanalyses were186

amplified by a 25% (initially we tried with a 50% of amplification but the increased wave activity187

produced instabilities during the integration of the model). The second integration within this set188
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of experiments corresponds to a reduction of 50% of the Montgomery potential anomalies at the189

100 hPa. As will be explained in Section 3a, the delay of the final warming in our model may not190

be attributable to an inaccurate Eliassen-Palm flux entering from the troposphere. However, with191

this set of experiments we expect to address the interaction mechanism between planetary wave192

drag changes and the gravity wave drag responses in the context of stratospheric final warmings.193

Since the dynamical model has isentropic coordinates as vertical levels, the meridional and194

vertical components of the resolved Eliassen-Palm flux for the model are expressed in these co-195

ordinates (Andrews et al. 1987),196

Fφ = −a cosφ(σv)′u′, (1)
197

Fθ = g−1p′M ′ − a cosφ(σQ)′u′, (2)

where a, u, v, p, M , Q, σ are respectively the earth radius, zonal and meridional wind com-198

ponents, atmospheric pressure, Montgomery’s potential, potential vorticity and air density (in199

isentropic coordinates). Overlines represent the zonal mean and primes represent anomalies to200

the zonal mean.201

The resolved wave drag is given by the divergence of the Eliassen-Palm flux (EPFD)202

∇ · F = (a cosφ)−1
∂

∂φ
(Fφ cosφ) +

∂Fθ
∂θ

, (3)

where θ is the potential temperature which is used as vertical coordinate.203
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3. Results204

Figure 1 shows the seven-year composite of zonal mean zonal wind from MERRA reanalyses205

during the stratospheric final warming, averaged between 80◦S and 50◦S. The composite was206

constructed with respect to the date when the zonal mean zonal wind reverses from westerlies to207

easterlies at 60◦S and 10 hPa and remains easterly until the next autumn. The term “final warming208

date” without an explicit height reference will refer to the date when this criterion is accomplished209

at 10 hPa. The final warming date ranges between the first week of November and the first week210

of December, with a mean final warming date on November 16th and a standard deviation of 11.2211

days. As expected, Figure 1 shows the reversal of the zonal wind in the Southern Hemisphere212

during the stratospheric final warming starting in the upper stratosphere and descending to the213

lower stratosphere as time goes by, while a weakening of the eastward zonal wind is found in214

the lowest part of the stratosphere. Two descending rates are found in the zero zonal wind line215

of MERRA reanalyses, one with steep tilt in the upper stratosphere (above 15 hPa) and the other216

with a gentler tilt in the lower stratosphere (below 15 hPa).217

Figure 2 shows the transition from westerlies to easterlies at 60◦S for MERRA reanalyses, and218

the control integration. Both composites were taken respect to the final warming date in MERRA219

reanalyses. Note that the descent of the zero zonal mean wind is shown at 60◦S latitude and up to220

a height of 0.1 hPa, because this is used as the standard diagnostic (Eyring et al. 2006; Butchart et221

al. 2011). For the budget analyses, a high latitude average (i.e. 50−80◦S average) and up to 1 hPa222

are shown. The control integration (dashed line in Fig. 2) shows a delay in the final warming of223
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16 days at 10 hPa and of 31 days at 1 hPa. The delay found in the control integration in the224

lower stratosphere up to 10 hPa is similar to the one found in other general circulation models225

(e.g. Eyring et al. 2006; Butchart et al. 2011). The standard deviation at 10 hPa in the control226

experiment is 13.5 days. At this height, the control integration exhibits a slight higher variability227

in the final warming date than the one in MERRA reanalyses. This difference in the standard228

deviation is not statistically significant considering the uncertainties in the estimates and the small229

number of events (seven years). Apart from the delay in the wind reversal, the control model230

integration produces a sudden and rapid wind reversal between 0.4 hPa and 15 hPa, contrary to231

the slower paced final warming found in MERRA reanalyses at 60◦S. The descent line at 60◦S232

found in the model integration looks more similar in terms of the sudden wind reversal to the233

50− 80◦S average from MERRA reanalyses shown in Fig. 1.234

One possible candidate for the delay in the model is an inadequate representation of planetary235

wave generation. It should be noticed that the bottom of our model is located at the tropopause236

so the wave activity entering the stratosphere is realistic and imposed entirely by realistic bot-237

tom boundary conditions taken from MERRA reanalyses, unlike general circulation models that238

propagate waves from the surface and rely on the quality of their (tropospheric) parameterizations239

to represent precisely planetary wave generation. Since the inadequate representation of plane-240

tary waves entering the stratosphere is discarded as responsible of the delay in the final warming241

found in the control integration, the other two possible (related) candidates for the delay are that242

planetary waves do not break at the correct location because of biases in the mean winds and243

a deficient representation of the forcing produced by small-scale processes not resolved by the244
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model. The planetary wave propagation in models is affected by the unresolved gravity wave245

drag, though mean wind changes, so that the breaking of planetary waves will be not correct if246

the gravity wave drag is not well represented.247

Figure 3a shows the zonal mean zonal gravity wave drag provided by the gravity wave param-248

eterizations of MERRA model (GEOS-5) for the latitudinal band of 80◦S − 50◦S. The parame-249

terized gravity wave drag in GEOS-5 model is produced by a non-orographic and an orographic250

gravity wave parameterization (Rienecker et al. 2011). The gravity wave drag is mainly nega-251

tive (westward acceleration) during the examined period. The minimum of zonal missing forcing252

(−5.4m s−1 day−1) occurs at 1 hPa and it happens 39 days before the final warming. Except for253

the descent of the zero zonal wind line, we constrain our analysis below 1 hPa, to avoid back254

reflexion effects, effects of the sponge layer close to the top of the model and close to the top255

of observations (in MERRA reanalyses). MERRA reanalysis increments are shown in Fig. 3b.256

These increments may be thought as the missing forcing of the GEOS-5 model, which together257

with the other parameterized forcings, constitute the total momentum forcing on the model. Ac-258

cording to these increments, around two months before the final warming the GEOS-5 gravity259

wave drag parameterizations do not produce enough deceleration on the mean flow in high lati-260

tudes; however gravity wave drag deceleration is too strong close to and after the wind reversal.261

Zonal mean gravity wave drag from the parameterization in the control integration (Fig. 3c)262

between 60 and 40 days prior to final warming date shows westward forcing above about 30 hPa.263

This is in accordance to MERRA gravity wave drag parameterizations and increments, where the264

largest deceleration forcing occurs during the vortex breakdown, more than one month before the265
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final warming. After day -40, the westward acceleration descends with the jet and an eastward ac-266

celeration is established above 20 hPa. On the other hand, MERRA gives westward acceleration267

there. Therefore, during the transition from westerly to easterly wind, the non-orographic param-268

eterization gives a forcing that is against the transition. This suggests that the non-orographic269

gravity wave parameterization does not give the correct forcing for those dates, or that the oro-270

graphic gravity wave parameterization, not present in the model, may play a dominant role in the271

period between day 45 and the final warming date. The process that produces the change of sign272

in the gravity wave drag given by the parameterization is explained in the Appendix.273

Eliassen-Palm flux divergence derived from MERRA reanalyses in the latitudinal band from274

80− 50◦S (Fig. 4a) shows several intermittent peaks of planetary wave activity during the vortex275

breakdown. The largest peak at 1 hPa of −10.4m s−1 day−1 coincides with the wind reversal at276

that height, 36 days before the final warming date (at 10 hPa). EPFD weakens at 1−4 hPa during277

the 15 days prior to the final warming, when the jet is already weak. During the week of the final278

warming, there is a strong zonal deceleration EPFD peak centered around 15 hPa. This peak is279

associated with the change of sign in the zonal wind.280

The control integration (Fig. 4b) shows three main peaks of EPFD during the analyzed period.281

There are two deceleration peaks at 50 and 40 days before the final warming date, reaching up282

to 5m s−1 day−1 and 6.25m s−1 day−1 respectively at 1 hPa. Both peaks are weaker than in283

MERRA reanalyses. The third peak, centered at 9 hPa occurs around 11 days before the final284

warming. This deceleration is also smaller than the deceleration that occurred during the final285

warming week in MERRA.286
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a. Dependence of the stratospheric final warming on the strength of the parameterized gravity287

wave drag288

We conducted sensitivity experiments by changing the magnitude of the launched gravity289

wave momentum flux. We performed one integration doubling the launched gravity wave mo-290

mentum flux from the one used in the control integration and another with a launched gravity291

wave momentum flux ten times smaller than the reference value. Figure 5 shows the date when292

the zonal mean zonal wind at 60◦S drops below zero for the two experiments compared to the293

control experiment. The composite in the three model integrations is taken with respect to the294

final warming dates of the control integration in Fig. 5 to focus on the sensitivity with respect to295

the control integration. Note that the reference final warming dates for the composites in Figure 2296

were taken from MERRA reanalyses.297

Increasing the launched momentum flux in the parameterization is detrimental to an accurate298

representation of the stratospheric final warming, as shown in Fig. 5. Above 1 hPa, the experi-299

ment with increased launched momentum flux has between 3 and 10 days of delay with respect300

to the control integration (41 days of delay at 1 hPa with respect to MERRA reanalyses). The301

delay in the wind reversal grows when approaching the middle stratosphere, and the wind rever-302

sal does not take place below 9 hPa. Two factors contribute to this counter-intuitive delay, the303

stronger gravity wave drag produces, through zonal wind changes, a weaker Eliassen-Palm flux304

divergence. Furthermore, the sign of the gravity wave drag is inverted before the mean zonal305

wind changes of sign, acting against the westerly to easterly wind transition. As shown in the306
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Appendix, the change of sign in gravity wave drag in the parameterization is governed by the307

change in zonal mean zonal wind shear instead of changes of zonal wind sign.308

The experiment with weak launched gravity wave momentum flux (and, therefore, weak grav-309

ity wave drag) advances the wind reversal in the upper stratosphere by 14 days with respect to the310

control integration at 2 hPa, but still a delay of 11 is found with respect to MERRA reanalyses.311

The final warming date at 10 hPa also shows an anticipation of 10 days respect to the control312

integration and a delay of 7 days with respect to MERRA reanalyses, so that the weak launched313

momentum flux experiment reduces significantly the biases found in the control integration. As314

will be seen next, this improvement may be partially attributed to a more realistic EPFD with315

stronger westward forcing (indeed it exceeds the forcing magnitude found in MERRA reanaly-316

ses).317

Figure 6a shows the zonal mean gravity wave drag in the 80◦S− 50◦S latitudinal band given318

by the integration with larger launched gravity wave momentum flux. As expected, increasing319

the launched gravity wave momentum flux leads to a stronger gravity wave drag compared to320

the control integration (Fig. 3c). A doubling of the launched momentum flux gives about 65%321

increase in gravity wave drag positive peak, and up to 22% increase in the negative peak. The322

positive-negative patterns in gravity wave drag are essentially equivalent to the control integration.323

The changes in the strength of gravity wave drag bring about changes in the EPFD. Figure 6b324

shows the EPFD in the experiment with stronger gravity wave drag. A weaker magnitude of325

EPFD is found in this experiment with respect to the control experiment until 30 days before the326

final warming date. The peak of EPFD in the control integration is −6.2m s−1 day−1, while it is327

16



−4.4m s−1 day−1 in the stronger launched gravity wave momentum flux experiment. Therefore,328

the changes in EPFD can be associated to an interaction mechanism between gravity wave drag329

and planetary waves, a stronger gravity wave drag triggers a weaker EPFD until day 30 before the330

final warming date. On the other hand, when gravity wave drag changes to eastward acceleration331

and therefore the gravity wave drag perturbation changes of sign, the negative EPFD presents a332

slightly stronger magnitude in the increased launched momentum flux experiment, visible in the333

EPFD peak at 5 hPa (it is −3.5m s−1 day−1 in the control integration and −4.06m s−1 day−1 in334

the experiment with increased launched gravity wave momentum flux). Also the deceleration335

peak just after the final warming date at 10 hPa is stronger in the experiment with increased336

launched gravity wave momentum flux. Therefore, there appears to be an interaction mechanism337

that tends to compensate the changes, a perturbation in gravity wave drag triggers the contrary338

response in EPFD. An explanation of this interaction mechanism is given in Section 3b.339

The gravity wave drag in the experiment with small launched gravity wave momentum flux340

(Fig. 6c) has also a similar temporal evolution to the gravity wave drag in the control integration341

and to the one in the large launched momentum flux integration. The gravity wave drag peaks342

are about 7 times smaller than the control integration. The evolution of EPFD (Fig. 6d) for this343

decreased launched gravity wave momentum flux experiment shows the highest resemblance with344

the one derived from MERRA reanalyses, especially above 10 hPa. The magnitudes of EPFD345

peaks are much stronger in this experiment, peaks of up to −10.6m s−1 day−1 appear at 1 hPa346

on day 42 prior to the final warming date. Closer to the final warming date, between -15 day and347

+5 day, when the sign in the gravity wave drag has changed and so the sign of the perturbation in348
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gravity wave drag, the EPFD is slightly weaker than the control experiment. Therefore, the EPFD349

response seems to oppose to the unresolved gravity wave drag perturbation. In this experiment,350

again, we have found that the EPFD response through interactions between unresolved gravity351

waves and planetary waves tends to compensate the introduced gravity wave drag perturbation.352

Figure 7a and b show the gravity wave drag perturbation at 2 hPa and at 10 hPa introduced by353

the large launched momentum flux integration and the related response in EPFD. A smoothing of354

10 days was applied in both sensitivity experiments, to reduce the high variability of EPFD. Even355

when there is a high variability in the EPFD response, Figure 7a shows that when the gravity356

wave drag perturbation is negative, the EPFD response tends to be positive. When the gravity357

wave drag perturbation changes of sign, the EPFD response also shows a tendency to a change358

of sign. This negative EPFD response is more evident at 10 hPa (Figure 7b). At 2 hPa, there359

is a lag in the change of sign between EPFD response and gravity wave drag perturbation of360

about 20 days. Figure 7c shows the gravity wave perturbation and the response in EPFD for the361

small launched momentum flux experiment at 2 hPa, again the EPFD response is opposite to the362

gravity wave drag perturbation. Both positive and negative EPFD responses are clearly visible in363

this experiment.364

Following Cohen et al. (2013), the response of planetary wave drag to changes in gravity wave365

drag is measured with the scaled negative correlation of the changes of gravity wave drag and366

EPFD, the so called degree of compensation (e.g. two completely anticorrelated time series will367

give a degree of compensation of 1). Figure 7d shows the degree of compensation as a function368

of height. The degree of compensation is in both experiments greater than 0 for the whole height369
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range, meaning (partial) canceling effects between the gravity wave drag perturbations and EPFD370

response. In the experiment with increased gravity wave drag, the largest interactions occur371

around 9 hPa, with a 0.43 degree of compensation. At 2 hPa the degree of compensation is 0.06372

(probably because of the lag between the two time series shown in Figure 7a). Overall, an effect of373

partial cancellation is found along the middle stratosphere. Similarly the degree of compensation374

for the integration with reduced gravity wave drag also suggests that there is a compensation in375

the middle and upper stratosphere, that maximizes around 3 hPa.376

b. Mechanism of interaction between gravity wave drag perturbations and EPFD responses377

Cohen et al. (2014) identified three possible mechanisms of interactions between gravity wave378

drag perturbations and the EPFD response. In the three mechanisms, the EPFD response tends379

to compensate the gravity wave drag perturbation consistently with the results we have found380

in the launched momentum flux sensitivity experiments shown in Section 3a. The triggering of381

each mechanism depends on the latitudinal distribution of the potential vorticity. For the stability382

constraint mechanism, a weak latitudinal mean potential vorticity gradient is expected so that the383

perturbation in potential vorticity introduced by gravity wave drag may reverse locally the mean384

potential vorticity gradient, eventually a sufficiently narrow and strong gravity wave drag pertur-385

bation may drive the stratosphere toward an unstable state even if the latitudinal mean potential386

vorticity gradient is large. The potential vorticity mixing constraint mechanism is expected to387

occur in the surf zone, where the potential vorticity is assumed to be uniform because of the ef-388
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ficient mixing produced by planetary wave breaking. The third mechanism involves changes in389

the planetary wave propagation produced by changes in the refraction index which in turn are390

produced by the response of the zonal mean zonal wind to gravity wave drag perturbations. This391

is expected to work outside the surf zone close to its edge.392

Figure 8 shows potential vorticity as a function of latitude at different heights during the vor-393

tex breakdown. The latitudinal potential vorticity distribution 90 days before the final warming394

is characterized by strong gradients, between 60 and 30 days before the final warming there is395

a region around mid latitudes which has a decrease of potential vorticity gradient which could396

be identified as a region of partial mixing, particularly at 10 hPa. At both heights, the range of397

latitudes between 80◦S and 50◦S, where the compensation effects are examined, is characterized398

by large latitudinal potential vorticity gradients. The potential vorticity mixing constraint mecha-399

nism is unlikely to be present there. The gravity wave drag from the parameterization which has a400

steady and uniform launch spectrum is expected to be rather smooth temporally and latitudinally401

so that the stability constraint mechanism is not expected to be activated in this region of large402

latitudinal potential vorticity gradients. The mechanism that involves changes in the refraction403

index is therefore the only potential candidate.404

The mechanism should involve zonal mean zonal wind perturbations established under stronger405

gravity wave drag conditions in the sensitivity experiments that diminish the index of refraction,406

and so the propagation of planetary waves into the upper stratosphere diminishes. This situation,407

in turn, leads to a reduction of the Eliassen-Palm flux divergence associated with these planetary408

waves. To verify this hypothesis, the quasigeostrophic refractive index (Matsuno 1970) is calcu-409
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lated for stationary waves of wave number one as a reference. Figure 9a shows the dimensionless410

quasigeostrophic refractive index squared for the control integration. A large part of the examined411

80◦−50◦S latitudinal band lays on the waveguide of planetary wave propagation. The integration412

with increased launched gravity wave momentum flux produces a reduction of the index of refrac-413

tion in the 80◦− 50◦S latitudinal band in the middle and lower stratosphere (Fig. 9b). Even larger414

differences are found in the upper stratosphere, resulting in an overall reduction of the efficiency415

for planetary wave propagation. The direct impact of the gravity wave drag in high latitudes is to416

diminish the potential vorticity gradient directly, and consequently the refractive index (Cohen et417

al. 2014) so that the effect of an increased gravity wave drag in potential vorticity is an increase418

in the “effective mixing”.419

In contrast, the index of refraction for the weaker launched gravity wave momentum flux420

integration in the 80◦−50◦S latitudinal band is larger than in the control experiment. Weaker zonal421

winds in middle latitudes, and particularly changes from eastward to westward wind may induce422

a barrier for wave propagation, i.e. the critical surface (the zero zonal mean zonal wind surface)423

for quasi-steady planetary waves. This barrier is found at higher latitudes in the experiment with424

weaker launched gravity wave momentum flux. Therefore, this barrier shrinks the waveguide and425

so the amplitude of upward propagating planetary waves is increased. The response of planetary426

waves to the changes in the refractive index plays an instrumental role in the feedback processes427

that are tilting the critical surface and the polar vortex toward higher latitudes in height in the428

weaker launched gravity wave momentum flux experiment. Figure 10a, b and c show the zonal429

mean zonal wind for the three experiments confirming this result.430
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The changes found in the Eliassen-Palm flux are consistent with the changes in the index of431

refraction. Figure 10a shows the Eliassen-Palm flux for the control integration. The Eliassen-432

Palm flux at 100hPa is strongest at 45◦S (the zero wind critical surface is at about 27◦S). The433

strongest Eliassen-Palm flux is tilted toward higher latitudes as a function of height (following434

the jet tilt). At 1hPa, the Eliassen-Palm flux is strongest at 58◦S. A weaker upward and equa-435

torward Eliassen-Palm flux is found in the middle to upper stratosphere for the integration with436

stronger launched gravity wave momentum flux (see Fig. 10b). In contrast, reducing gravity wave437

drag leads to more favorable conditions for upward propagation of planetary waves in high lati-438

tudes as shown by the Eliassen-Palm flux difference vectors in the middle and upper stratosphere439

(Fig. 10c). Between 60◦S and 40◦S above 20 hPa, there is a mild decrease of Eliassen-Palm flux440

due to the presence of the barrier for propagation seen in Fig. 9c.441

c. Dependence of the stratospheric final warming on the strength of Eliassen-Palm flux442

Model integrations with an artificially increased and with a decreased bottom boundary Eliassen-443

Palm flux at 100 hPa are examined here. The increased forced large-scale wave activity is ex-444

pected to propagate upward in the model increasing the Eliassen-Palm flux and therefore the445

forcing, EPFD, associated with these waves. Since these waves are providing the right forcing for446

the development of the vortex breakdown, we expect an earlier final warming in the model for the447

increased bottom boundary flux experiment and a later final warming for the decreased bottom448

boundary flux experiment.449
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Figure 11 shows the date of the wind reversal for the seven-year composite as a function of450

height. The integration with 25% increased planetary wave activity shows a slight improvement451

in the wind reversal date in the middle stratosphere respect to the control integration, but the452

response is much weaker than when changing the launched momentum flux in the gravity wave453

drag parameterization. Regrettably, we are unable to perform experiments with stronger bottom454

boundary flux because dynamical instabilities arise in the model integration. In the experiment455

with 50% reduced planetary wave activity, a large difference is found with respect to the control456

integration particularly in the middle and lower stratosphere. The final warming date in this457

integration shows a pronounced delay of more than 60 days with respect to the control integration.458

The wind reversal at 10 hPa only occurs in 3 years, and it does not occur in the rest of the years.459

Below 15 hPa, the wind does not reverse for any of the analyzed years in the experiment with460

reduced bottom boundary flux.461

Figure 12a shows the gravity wave drag evolution for the integration with reduced bottom462

boundary flux. Several differences should be noticed with respect to the control integration.463

First, the magnitude of the westward forcing peak found at 1 hPa is larger than the one found464

in the control integration. The sensitivity of the temporal evolution of gravity wave drag in this465

experiment is much higher than the sensitivity found in the launch momentum flux experiments.466

The change from westward to eastward gravity wave drag occurs 15-20 days later than in the467

control integration, in coherence with the delay of the change of sign of the zonal wind vertical468

shear. At 10 hPa, the change in gravity wave drag from westward to eastward acceleration occurs469

24 days before the final warming, while the change from positive vertical shear to negative shear470
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in the lower stratosphere occurs 30 days before the final warming date (not shown). As expected,471

the reduction of the bottom boundary flux has a direct impact in the EPFD (Fig. 12b), with472

a reduction of the intensity of planetary wave drag. Two of the main peaks described in the473

previous section, 50 and 9 days before the final warming date, are attenuated. EPFD in the474

middle stratosphere is in general reduced between 50% and 75% up to the final warming date.475

In the experiment with increased bottom boundary flux, EPFD (Fig. 12d) shows a large re-476

semblance with the control integration. A slight increase of EPFD of the order of 1m s−1 day−1477

on average is found in the increased bottom boundary flux integration at the beginning of the wind478

reversal. The increase of bottom boundary flux also produces changes in gravity wave drag. The479

change of sign in the gravity wave drag at 1 hPa, from westward to eastward acceleration, shows480

an anticipation of 11 days with respect to the control integration (Fig. 12c). The change from481

eastward to westward acceleration at 100 hPa also shows an anticipation of 11 days compared to482

the control integration and an anticipation of 29 days with respect to the decreased bottom bound-483

ary flux experiment. This is consistent with an earlier reversal of the zonal mean vertical shear.484

Therefore, the date of the change of sign in zonal wind shear is highly sensitive to the strength485

of bottom boundary flux, on the other hand the change of sign in zonal wind presents a weaker486

sensitivity to the strenght of the bottom boundary flux.487

The experiment with a decreased bottom Eliassen-Palm flux has a stronger westward gravity488

wave drag from 60 to 30 days before the final warming date in the upper stratosphere compared489

to the control integration, and a weaker eastward acceleration afterwards. On the other hand, the490

experiment with an increased bottom Eliassen-Palm flux shows a weaker westward gravity wave491
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drag. Fig. 13 shows the perturbation introduced in EPFD and the response in gravity wave drag492

at 2 hPa. Gravity wave drag in the integration with reduced bottom Eliassen-Palm flux (Fig. 13a)493

shows a steady westward increase that seems to partially cancel the reduction of (westward)494

EPFD. The compensation is not total. There is a lag between the maximum EPFD perturbation495

and the minimum gravity wave drag response. A similar partial compensation effect occurs in the496

integration with increased bottom Eliassen-Palm flux (Fig. 13b). The westward EPFD perturba-497

tion leads to an eastward gravity wave drag response, the magnitude of the response is on average498

20% smaller than the EPFD perturbation during the early stages of the vortex breakdown. The499

degree of compensation considering the perturbations to EPFD and the responses found in param-500

eterized gravity wave drag for the two bottom Eliassen-Palm flux experiments is shown in Figure501

13c. The maximum cancellation is found at 1 hPa (the degree of compensation is 0.5 and 0.38502

for reduced and increased bottom Eliassen-Palm flux respectively). The degree of compensation503

reverses at about 25 hPa. This counter-compensation is explained in the next subsection.504

d. Mechanism of interaction between EPFD perturbations and gravity wave drag responses505

The experiments that vary the strength of bottom Eliassen-Palm flux show that when the506

EPFD is changed, the gravity wave drag also responds in the opposite sense. In other words, the507

gravity wave drag response from the parameterization tends to compensate the introduced EPFD508

perturbation.509

Figure 14a shows the zonal mean zonal wind averaged between 45 and 15 days before the510
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final warming date for the control integration, while Figure 14b and 14c correspond to the case511

with reduced and increased bottom boundary Eliassen-Palm flux integrations respectively. The512

reduction of bottom boundary flux, and so EPFD, produces a strengthening of the winter polar513

jet above 25 hPa and a generalized reduction in the tilt of the jet. The pronounced reduction of514

wind shear leads to a reduced parameterized gravity wave drag, as the parameterization relies515

in wind shear to deposit drag at each model level via critical level filtering. In contrast, the516

wind shear in the lower stratosphere is larger for the increased bottom boundary flux integration517

(Fig. 14c) compared to the control integration, leading to a broader spectral range of westward518

intrinsic phase speed filtered in the lower stratosphere in the critical levels, and therefore a larger519

westward gravity wave drag there. In the upper stratosphere, the eastward gravity wave drag that520

is produced due to wave saturation is consequently larger than the control integration, since the521

spectrum that propagates towards the upper stratosphere is more asymmetric. In other words, the522

extra part of the westward intrinsic phase speed range that was filtered in lower altitudes does not523

compensate the saturation of the corresponding eastward intrinsic phase speed waves at higher524

altitudes so that a larger eastward acceleration results in the experiment with increased bottom525

boundary flux.526

To conclude, a stronger westward EPFD leads to a weaker polar jet and therefore a reduction527

of critical level filtering of eastward phase speed waves, so that the acceleration produced by the528

net saturation of westward phase speed waves decreases. A weaker westward EPFD leads to529

the opposite response in gravity wave drag, a stronger polar jet and so an increase of westward530

acceleration.531
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The interactions between EPFD changes and gravity wave drag responses, are reminiscent532

of the gravity wave drag effects found in sudden stratospheric warmings, in which the stronger533

EPFD associated with the sudden stratospheric warming leads to changes in zonal winds that in534

turn result in a weaker gravity wave drag. The weakening in gravity wave drag was associated535

with a weakening of the meridional circulation leading to a colder mesosphere (Holton 1983).536

Ren et al. (2008) also identified that abnormal planetary-wave activity in a sudden stratospheric537

warming scenario leads to a weaker polar jet, which in turns affects the deposition of gravity wave538

momentum flux. The experiments shown in McLandress and McFarlane (1993) also appear to539

represent a compensation effect in the interactions between EPFD changes and orographic gravity540

wave drag responses, however the interaction mechanism should be different since the orographic541

gravity waves are assumed to have a single critical level (zero zonal wind), while the interaction542

mechanism that we describe needs a broad isotropic spectrum of (non-orographic) gravity waves543

which results in multiple critical levels.544

Below 25 hPa, the degree of compensation is negative (correlation positive, see Figure 13c)545

because the response of gravity wave drag is dominated directly by critical level filtering. A546

stronger planetary wave activity produces a stronger westward EPFD (negative EPFD perturba-547

tion), this diminishes the zonal wind shear, and so the eastward gravity wave drag given by critical548

level filtering is diminished. Therefore, a negative EPFD perturbation produces a negative grav-549

ity wave drag response, this gives a negative degree of compensation (positive correlation). This550

opposite response in the lower part of the vertical profile is related to the vertical dipole found in551

gravity wave drag profiles (see for instance Fig. 15) which are a consequence of gravity wave mo-552
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mentum flux conservation (Shepherd and Shaw 2004). Thus, counter-compensation is inevitable553

in the gravity wave drag reponse to EPFD changes.554

4. Conclusions555

The impact of the interactions between planetary waves (resolved wave drag) and parame-556

terized non-orographic gravity waves (unresolved wave drag) in the stratospheric final warmings557

of the Southern hemisphere is examined through a middle atmosphere model. Model results are558

compared with MERRA reanalyses.559

The increase of non-orographic gravity wave drag, via an increase of the launched gravity560

wave momentum flux of the parameterization increases the delay of the stratospheric final warm-561

ing with respect to observations. This degradation in model quality is attributable to changes in562

both resolved and parameterized wave drag. First, the filtering mechanism in the non-orographic563

parameterization leads to stronger eastward drag before the final warming date that alters the564

zonal mean flow during late spring. Then, the changes in zonal mean circulation introduced by565

the changes in gravity wave forcing are in turn modifying the index of refraction for the propa-566

gation of planetary waves and so producing changes in the Eliassen-Palm flux divergence. This567

interaction mechanism produced by the response of the Eliassen-Palm flux divergence to perturb-568

ing the unresolved wave drag is in accordance with the one discussed previously in Cohen et al.569

(2014); Sigmond and Shepherd (2014); Watson and Gray (2014). In the experiment with increase570

of launched gravity wave momentum flux, the Eliassen-Palm flux divergence diminishes signif-571
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icantly respect to the control integration. In contrast, reducing the gravity wave momentum flux572

launched in the non-orographic parameterization leads to a stronger Eliassen-Palm flux diver-573

gence which is closer to the one found in MERRA reanalyses. This improves the representation574

of the springtime transition in the model integration.575

By tuning the bottom boundary flux at 100 hPa, we were able to simulate scenarios with576

increased and decreased Eliassen-Palm flux divergence. In these scenarios it was not possible to577

reach the same level of improvement in terms of the final warming date, than in the integration578

with increased launched momentum flux. Though it should be noticed that due to stability issues,579

it was not possible to increase the bottom boundary flux in more than 25%. The only aspect that580

we changed from the bottom boundary flux is the intensity, changing other aspects like the flux581

direction or the phase-speed spectrum may lead to a greater sensitivity of the vortex breakdown.582

One possible reason for the small impact of Eliassen-Palm flux changes to the final warming date583

may be due to the large compensation effect in the upper stratosphere produced by the gravity584

wave parameterization. About 40% of the introduced EPFD perturbation is compensated by585

gravity wave drag.586

The explanation to this interaction mechanism of gravity wave drag to EPFD perturbations587

lays in the critical level filtering mechanism in the parameterization. Changing the mean flow588

through an increased resolved Eliassen-Palm flux divergence leads to steeper vertical gradients589

of zonal wind that in turn filter a broader eastward phase speed range of the launched gravity590

wave spectrum in the parameterization. This produces an increase of eastward forcing in the591

lower stratosphere, and an increase of westward forcing in the upper stratosphere. The change in592
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the sign of the zonal acceleration given by the gravity wave parameterization during the vortex593

breakdown depends mainly on the change of sign in the vertical shear of zonal wind in the lower594

stratosphere. The change of sign in the vertical shear precedes by about 40 days the transition595

in the zonal wind at 10 hPa, so that the parameterization gives eastward acceleration during the596

final warming in the middle and upper stratosphere while westward acceleration is needed in the597

model to drive an earlier zonal wind transition.598

Therefore, the compensation in the interactions between gravity wave drag and planetary599

wave drag appears to be in both directions. Eliassen-Palm flux divergence responds to gravity600

wave drag perturbations by canceling at least partially them, via changes in the index of refrac-601

tion. Furthermore, gravity wave drag responds to Eliassen-Palm flux divergence perturbations by602

partially compensating them. These two compensating effects establish a feedback process be-603

tween gravity wave drag and planetary wave drag. For instance, a reduction of westward gravity604

wave drag produces an increase of westward Eliassen-Palm flux divergence, this increase in turn605

produces a further reduction of westward gravity wave drag. Gravity wave drag and planetary606

wave drag compensating interactions in the upper stratosphere are therefore expected to be ro-607

bust and ubiquitous due to the feedback process. The interaction mechanism and the degree of608

compensation shown in this work are found for high latitudes in the Southern hemisphere during609

winter-spring where unresolved nonorographic gravity wave drag is expected to play a major role,610

the interaction mechanism and degree of compensation may not hold in other situations.611

Our results show that Eliassen-Palm flux divergence has a dominant role in driving final warm-612

ings in the Southern Hemisphere, however the Eliassen-Palm flux divergence has a stronger sen-613
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sitivity to the changes produced in the zonal mean conditions by gravity wave drag changes than614

the sensitivity to changes in the bottom Eliassen-Palm flux entering the stratosphere.615

Orographic waves also play an important role in the stratospheric final warming since their616

phase speeds are close to zero and so the critical level will be close to the zonal wind zero surface.617

Because the model we use has a bottom boundary at 100 hPa, we cannot implement an orographic618

gravity wave parameterization in the model. These orographic parameterizations need the near619

surface and tropospheric winds to determine the parameterized orographic wave drag. Because620

of this, we were unable to evaluate the role of orographic gravity waves with sensitivity exper-621

iments as the ones conducted for planetary and orographic waves by McLandress et al. (2012);622

Sigmond and Shepherd (2014). The interaction mechanism, EPFD changes gravity wave drag623

response explained in the present work, is not expected to hold for orographic gravity wave drag624

parameterizations since orographic waves are assumed to have a single frequency (ω = 0) an so625

a single critical level, while the mechanism described here needs a broad phase speed spectrum626

which in turn leads to multiple critical levels.627

As shown in this work, the tuning of gravity wave drag parameterizations focused on model628

biases, as for instance a delay in the vortex breakdown with respect to observations, may lead to629

unexpected responses because of the current evidence of strong compensation between resolved630

and unresolved gravity wave drag. On the other hand, the estimation of parameters with data631

assimilation, such as four dimensional variational assimilation (Pulido and Thuburn 2008; Pulido632

et al. 2012) or ensemble Kalman filter (Ruiz et al. 2013), is expected to account for feedback633

processes in the model giving an optimal configuration, a follow-up work will focus on the opti-634
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mization of the parameterization using these assimilation techniques.635

Appendix. Critical level filtering in the spectral gravity wave636

parameterization637

As shown in the experiments of Section 3a, parameterized zonal gravity wave drag shows a638

change of sign from westward to eastward acceleration starting at 1 hPa at around day 45 before639

the final warming date and descending with time (see Fig. 3c and 6a,c). Two characteristic mean640

gravity wave drag vertical profiles in the 80◦S-50◦S latitudinal band are apparent during the final641

warming. First a vertical dipole with negative (westward) acceleration above 30 hPa and positive642

(eastward) acceleration below that remains up to -45 day and then it switches to the inverse643

dipole, positive acceleration above and negative below. The dipolar structure is the consequence644

of momentum flux conservation in the parameterization (Shepherd and Shaw 2004).645

We examine the filtering and saturation mechanisms in the spectral non-orographic gravity646

wave drag parameterization that lead to the change from westward to eastward acceleration in647

the parameterization. The gravity wave drag field as a function of latitude and height shows that648

the two dominant dipolar patterns are found at 75◦S for negative acceleration aloft and positive649

below and at 60◦S for the inverse dipole (not shown). Figure 15a shows the gravity wave drag650

profiles at 75◦S and 60 days before the final warming date and at 60◦S and 30 days before the651

final warming date for the control integration. The dipolar patterns with opposite behavior as a652
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function of height are clearly visible. Figure 15b shows the intrinsic zonal mean zonal wind to653

the launch height of the gravity waves in the parameterization. The (ground based) zonal wind at654

the launch height is about 29m s−1 at both situations, however this has no role in the propagation655

of the gravity waves in the parameterization. The zonal wind shear changes its sign during an656

earlier stage of the vortex breakdown than the transition from westerlies to easterlies as seen for657

the intrinsic zonal mean zonal wind profile 30 days before final warming date (continuous line in658

Figure 15b).659

An isotropic intrinsic gravity wave spectrum is propagated upward from the launch height (at660

around 100 hPa) by the parameterization. On -60 day the waves with positive (eastward) phase661

speed between 0 and 15m s−1 are filtered since they encounter critical levels at the height range662

between 100 hPa and 10 hPa (dashed line in Figure 15b), this critical level filtering produces663

eastward forcing in the lower stratosphere (dashed line in Figure 15a). In the upper part, the664

zonal wind does not vary on height practically. The spectrum of waves becomes saturated at665

those altitudes. Since the gravity wave spectrum is mainly dominated by westward intrinsic phase666

speed waves, a westward forcing results in the upper stratosphere.667

The inverse situation is present on -30 day, waves with westward intrinsic phase speed are668

filtered in the lower stratosphere, so that a positive-negative gravity wave drag dipole results669

(continuous line in Figure 15a). Note that in this reasoning, the height of the change of sign in the670

gravity wave drag profile is given entirely by the depth of the shear layer in the lower stratosphere.671

To conclude, because of filtering mechanism in an intrinsic isotropic gravity wave spectrum, the672

change from westward to eastward acceleration in the parameterization is produced when the673
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zonal wind changes from positive to negative shear in the low-middle stratosphere.674

Manzini and McFarlane (1998) found sensitivity to the launch height of the spectrum, the675

winter polar stratosphere in the Southern hemisphere was improved when the gravity waves were676

launched from the surface in the parameterization. Regrettably, the launching height of grav-677

ity waves cannot be changed to the surface in our model since the bottom boundary is at the678

tropopause height. Furthermore, orographic gravity waves are also expected to have important679

effects close to the height of the transition from westerlies to easterlies, however we are also680

unable to represent them in this middle-atmosphere model.681
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FIG. 1. Composite of zonal mean zonal wind respect to stratospheric final warming date in

MERRA reanalyses for 2003 to 2009 averaged between 80◦S and 50◦S. Contour interval is

5m s−1, negative values (westward winds) are shaded.

45



FIG. 2. Descent of the zero zonal mean zonal wind line at 60◦S for MERRA reanalyses (contin-

uous line) and for control integration (dashed line) using MERRA reanalyses as reference for the

composites.
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FIG. 3. a) Zonal mean zonal forcing averaged between 80◦S and 50◦S as a function of time from

MERRA orographic and non-orographic gravity wave drag parameterizations. b) Zonal mean

zonal increments from MERRA data assimilation. Contour intervals are 1m s−1 day−1. c) Zonal

mean zonal forcing from the non-orographic gravity wave drag parameterization in the control

integration. Contour interval is 0.25m s−1 day−1. Positive values are shown with dashed contour

lines. Negative values are shaded and shown with continuous contour lines.

47



FIG. 4. Eliassen-Palm flux divergence (in ms−1 day−1) as a function of time averaged between

80◦S and 50◦S, derived from a) MERRA reanalyses, b) Control integration. Positive values are

shown with dashed contour lines. Negative values are shaded and shown with continuous contour

lines.
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FIG. 5. Descent of the zero zonal mean zonal wind lines at 60◦S in experiments with different

launched gravity wave momentum flux: control integration (solid line), large launched gravity

wave momentum flux experiment (dashed line), small launched gravity wave momentum flux ex-

periment (dotted line), and MERRA reanalyses. (black thick line). The composites are conducted

with respect to the control integration.
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FIG. 6. a) Zonal mean zonal gravity wave drag averaged between 80◦S and 50◦S from the integra-

tion with doubled launched gravity wave momentum flux (Contour interval is 0.25m s−1 day−1,

negative values are shaded). b) Divergence of Eliassen-Palm flux for the same region and the

same experiment. c) and d) As in a) and b) but for the integration with a reduced launched gravity

wave momentum flux by 10 times (Contour interval is 0.025m s−1 day−1). Positive values are

shown with dashed contour lines. Negative values are shaded and shown with continuous contour

lines.
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FIG. 7. Gravity wave drag perturbation (solid line) and the Eliassen-Palm flux divergence (dotted

line) response and averaged between 80◦S and 50◦S (smoothed over 10 days). a) Perturbation

and response for the integration with doubled launched gravity wave momentum flux at 2 hPa.

b) Idem a) at 10 hPa. c) Perturbation and response for the integration with reduced launched

gravity wave momentum flux at 2 hPa. d) Degree of compensation as a function of height for the

experiments with increased (continuous line) and decreased (dashed line) launched gravity wave

momentum flux.
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FIG. 8. Potential vorticity [Km2 kg−1 s−1] in the control integration as a function of latitude at

a) 2 hPa and b) 10 hPa at different times, on final warming date (continuous line), 30, 60 and 90

days before the final warming date (dashed, doted and dotted-dashed lines respectively).
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FIG. 9. Quasigeostrophic refractive index squared n2 for zonal wave number 1 averaged between

45 and 15 days before the final warming date (n2 has been non-dimensionalized by the square

of earth radius). a) Control experiment b) Differences between the index of refraction of the

increased launched momentum flux integration and of the control integration. c) Differences

between the index of refraction of the reduced launched momentum flux integration and of the

control integration. Contour intervals are in a logarithmic scale. Negative values are shaded.
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FIG. 10. a) Zonal mean zonal wind (contours, in [ m s−1 day−1]) and Eliassen-Palm flux [ kg s−2]

averaged between 45 and 15 days prior to final warming date for the control integration. b)

Zonal mean zonal wind for the integration with increased launched gravity wave momentum

flux (contours) and differences between the Eliassen-Palm flux for the integration with increased

launched gravity wave momentum flux and for the control integration. c) As in b) but for the

reduced launched gravity wave momentum flux integration. Negative values are shaded.
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FIG. 11. Descent of the zero zonal mean zonal wind lines at 60◦S in experiments with different

bottom flux: increased bottom flux (dashed line), decreased bottom flux (dotted line), control

integration (solid line), and MERRA reanalyses (black thick line) using the control integration

as reference for the composites. Positive values are shown with dashed contour lines. Negative

values are shaded and shown with continuous contour lines.
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FIG. 12. a) Zonal mean zonal gravity wave drag averaged between 50◦S and 80◦S from the

gravity wave parameterization for the integration with 50% reduced bottom flux. b) Divergence

of Eliassen-Palm flux for the same region and the same integration. c) and d) As in a) and b) but

integration with 25% increased bottom flux. Contour interval for left panels is 0.25m s−1 day−1.

Positive values are shown with dashed contour lines. Negative values are shaded and shown with

continuous contour lines.
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FIG. 13. EPFD perturbation (dotted line) and the zonal gravity wave drag response (continuous

line) averaged between 80◦S and 50◦S at 2 hPa (smoothed over 10 days) a) Integration with

reduced bottom Eliassen-Palm flux. b) Integration with increased bottom Eliassen-Palm flux. c)

Degree of compensation for both increased and decreased Eliassen-Palm flux experiments.
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FIG. 14. Zonal mean zonal wind averaged between day 45 and 15 before the final warming

date. a) Control integration, b) reduced bottom flux integration, and c) increased bottom flux

integration. Contour interval is 5m s−1. Positive values are shown with dashed contour lines.

Negative values are shaded and shown with continuous contour lines.
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FIG. 15. a) Zonal mean gravity wave drag vertical profiles from the non-orographic parameter-

ization in the control experiment. b) Intrinsic zonal mean zonal wind with respect to the launch

height for the control integration (U0 is the zonal mean zonal wind at launch height). Solid lines

correspond to vertical profiles at 60◦S and 30 days before the final warming date. Dashed lines

correspond to vertical profiles at 75◦S and 60 days before the final warming date.
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